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Abstract Language resources for Urdu language are not well developed. In this
work, we summarize our work on the development of Urdu speech corpus for iso-
lated words. The Corpus comprises of 250 isolated words of Urdu recorded by ten
individuals. The speakers include both native and non-native, male and female indi-
viduals. The corpus can be used for both speech and speaker recognition tasks. We
also report our results on automatic speech recognition task for the said corpus. The
framework extracts Mel Frequency Cepstral Coefficients along with the velocity
and acceleration coefficients, which are then fed to different classifiers to perform
recognition task. The classifiers used are Support Vector Machines, Random Forest
and Linear Discriminant Analysis. Experimental results show that the best results
are provided by the Support Vector Machines with a test set accuracy of 73%. The
results reported in this work may provide a useful baseline for future research on
automatic speech recognition of Urdu.

1 Introduction

Urdu is the national language of Pakistan understood by approximately 75% pop-
ulation of the country. Globally, Urdu speakers accumulate to around 70 million
speakers [1]. Urdu language shares its vocabulary with many other Asian languages
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including Arabic, Farsi, and Turkish. A framework for automatic speech recognition
of Urdu can be helpful to contribute towards speech recognition of other similar lan-
guages. Unfortunately, for Urdu, lack of standard corpora and baseline approaches
have been the bottleneck to make advancements on speech recognition research of
Urdu.

Recently, there has been some work reported on the automatic speech recognition
of Urdu. While these works have their own significance, either the corpus used in
the work has not been specified or it is too limited to be generalized for diverse set
of speakers. For example, Sarfraz et al. [2] has presented an Urdu corpus covering
speakers only from a single city. Similarly, another speech corpus for Urdu has been
presented in [3] however, it is not clear if the corpus is available for public use.
Akram et al [4] have presented a continuous speech recognition system for Urdu
however, the corpus used in the work is not identified. Information on training and
test sets size is also missing. Besides, the accuracy reported by [4] does not exceed
54%. For Urdu digits recognition, a multilayer perceptron has been used by Ahad et
al [5], presenting a framework for speech recognition of digits from 0 to 9. However,
the work in [5] is based on speech data from a single speaker and thus, cannot be
generalized for a diverse set of speakers. Another work reported for Urdu digits
recognition is by Hasnain et al [6] with higher accuracy performance. It is not clear
if the accuracy measures in [6] are reported for training set only or for unknown
test set. The use of hidden markov models for Urdu speech recognition has been
reported in [7]. The model used in [7] treats every single word as a single phoneme.
This may work for words of shorter duration but may undergo degradation if the
words have longer duration.

For the Urdu dataset presented in this work, previous work has used features
from discrete wavelet transform with linear discriminant analysis (LDA) [8], MFCC
features with LDA [9], [10]. In this work, we describe the Urdu corpus for the gen-
eral understanding of the reader, and make it freely available for academic research
use. Further, we report results on speech recognition task for this corpus with three
different classifiers namely; Support Vector Machine (SVM), Linear Discriminant
Analysis (LDA) and Random Forests (RF). The rest of the paper is organized as
follows: In Section 2, we describe the development of the corpus and the way the
audio files are organized. In Section 3, we discuss the extraction of MFCC features
as well as the three classifiers used on the features. The results obtained are provided
in Section 4. Finally, the paper is concluded in Section 5.

2 The Corpus

2.1 Corpus Development

The words recorded for this corpus are selected from the most frequently used words
in Urdu literature, as summarized by the center of language engineering (CLE) [11].
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These words include those which are used in everyday life, and digits from 0 to 9.
Wherever possible, an attempt has been made to include antonyms or synonyms of
various words. These words were then recorded by ten speakers with Sony Linear
PCM Recorder. Any mistake in recording process was compensated by re-recording.
The recording was accomplished in multiple sessions. Speakers coming for record-
ing vary in age, origin and first language, ensuring that a diversity is achieved in the
corpus. The recorded files are stored with sampling rate of 16000 Hz in .wav format.
Average duration for each recording is half a second.

2.2 Corpus Organization

The master directory in this corpus contains ten sub-directories and each sub-
directory corresponds to the individual speaker. Each sub-directory contains 250
audio files in .wav format. The information about each individual speaker is avail-
able in the sub-directory name. For example, the sub-directory named AKMNG2
corresponds to speaker AK (speakers are represented by combination of two letters,
thus ranging from AA to AK and can be extended as well). The speaker gender
information is contained in the third letter M (M corresponds to male and F corre-
sponds to female). The fourth letter N in the sub-directory name denotes that the
speaker is a non-native speaker (N represents that the speaker is non-native while
Y represents that the speaker is a native speaker). The last two letters comprising
of a character and a number correspond to the age of the speaker. Age ranges are
from G1 (20 25 years) through G2 (26 30 years). Each file name provides infor-
mation on speaker as well as the word number. The words are numbered from 001
to 250, appended to the sub-directory name to form the file name. An overview of
the corpus organization is shown in Figure 1. Access to the corpus can be requested
by writing email to the first author.

Fig. 1 Speakers are named
from AA to AK. Speaker
gender is defined by M for
male and F for female. In the
native field, N represents that
speaker is non-native speaker
and Y represents that speaker
is native. Speakers belong to
age group G1 or G2.
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3 Experimental Setup

3.1 Features Extraction

For the dataset, we randomly divide the audio files into training and test sets with a
ratio of 7:3. We then calculate the mel frequency cepstral coefficients (MFCC) for
each audio file. The mel frequency cepstral coefficients have been in wide use by the
speech processing community both for speech and speaker recognition applications
[10], [12], [13], [14]. The MFCCs are based on mel-scale, a non-linear scale with
logarithmic behavior [12]. Frequency mapping on a mel scale is given by equation:

fmel = 2595× log(1+
f

700Hz
) (1)

where, fmel is the mel-scale frequency and f is the linear frequency in Hz. Dif-
ferent methods for calculation of the MFCCs can be seen in [12], [13], [14]. For
MFCC calculation in this work, the Malcom’s implementation has been used, as
also used in [10],[21]. The steps involved in MFCC features extraction are demon-
strated through algorithm shown in Figure 2. For each audio file, 12 coefficients
are computed followed by concatenation of delta and delta-delta coefficients. Thus,
each file is represented by 36 features set.

3.2 Support Vector Machines

Support Vector Machine (SVM) is a kernel based algorithm. SVMs are popularly
used for discriminative classification. SVMs can be traced back to the work Boser
et al [15]. They were used for automatic recognition of handwritten characters [16]
and thus, became popular. In SVMs, the data of different classes is separated by
hyper planes such that the distance for data of each class is maximized (for binary
classification, the distance of samples of both the classes from the hyper plane will
be maximized). Thus, SVMs are classifiers with large-margin boundary. For SVMs,
the important feature is the kernel function used. The kernel function might be lin-
ear, polynomial or Gaussian. The strength of SVMs lie in the fact that they do not
suffer the problem of local optima. However, attention is required to select the suit-
able kernel function. For SVMs, the function is given by sums of the kernel function
K(xm,xn):

f (x) =
N

∑
m=1

αmtmK(xm,xn)+d (2)

where tm denotes the ideal outputs,
N
∑

m=1
αtm = 0 and αm is greater than zero. Ideally,

the outputs are +1 or −1 representing the corresponding class to which the data
sample belongs. The output class for any data sample is decided by comparison of
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Fig. 2 MFCC Calculation (as in [10],[21])

value of f (x) with a threshold value. Generally, the onv-vs-all approach is used if
we have more than two classes of data (i.e., a multi-class problem). In our work
on the use of SVM, we utilize the libSVM library [17]. We use the Gaussian RBF
kernel, which for two data points, can be defined as below:

K(xm,xn) = exp(γ(‖xm− xn‖)2) (3)

We run a grid search and choose the γ and regularization constant C (hyper-
parameters) after running the experiment over multiple iterations.

4 Random Forest

In computer vision, decision trees have been remarkable and successful for classifi-
cation as well as regression tasks. Decision trees have previously been used as stand-
alone approach. When an ensemble of multiple decision trees is used for decision
making, they form a random forest classifier (or random decision forest classifier).
RF has been successfuly used on hand-written digits recognition task as reported
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in [18], Other work on the use of RF classification is reported in [19]. For classifi-
cation through RF classifier, the process involves training of the trees with features
selected randomly. In order to make a final prediction, average is then calculated
for the posteriors of each class output. To perform speech recognition using a RF
classifier, we feed the MFCCs to train the classifier comprising of 300 trees.

4.1 Linear Discriminant Analysis

Linear Discriminant Analyis (LDA) [20] is popular for dimensionality reduction
as well as for classification tasks. When LDA is applied to a data, it transforms
the data into a matrix Θ . “LDA tends to maximize the ratio between the inter-class
variance and intra-class variance” [10]. Classification is achieved such that for each
test example, calculation of Euclidean distance is performed. So, for a particular
problem, if we have n distinct classes, there will be n number of Euclidean distances
to be calculated over each test example. The class is predicted for the prediction
for which the corresponding distance is the smallest. LDA transformation can be
represented by S(Θ);

S(Θ) =

∣∣Θ TΨΘ
∣∣

|Θ TWΘ |
(4)

where, the within-class variance is given by W and variance matrix is given by Ψ ,
|.| is the value of the determinant. For the speech recognition task, we use LDA with
the MFCC features and compare the results with those obtained for RF and SVM
classifiers.

5 Experimental Results

Once the recognition is performed, the prediction results are put into into a con-
fusion matrix for the test data. For N number of words, the size of the confusion
matrix is N×N matrix. Con f M provides a general representation of the confusion
matrix.

Con f M =

c11 c12 c13... c1N
c21 c22 c23... c2N
c31 c32 c33... c3N
. . .... .
. . .... .

cN1 cN2 cN3... cNN

(5)

In the above confusion matrix, Con f M, correct word recognition is shown by the
values in the diagonal entries i.e., ci j for i = j. Conversely, the number of false
predictions for a test word is provided by the enteries in the non-diagonal position
of the matrix, i.e., ci j for i 6= j. The SVM classifier has resulted in an overall test
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Table 1 Recognition Accuracy in Percentage

S. No Word
Number

Recognition
Rate (SVM
classifier)

Recognition
Rate for RF

Recognition
Rate for LDA

1 001 100% 66.67% 100%
2 002 66.67% 33.33% 33.33%
3 003 66.67% 100% 100%
4 004 100% 66.67% 66.67%
5 005 66.67% 66.67% 66.67%
6 006 33.33% 100% 66.67%
7 007 66.67% 66.67% 66.67%
8 008 100% 66.67% 0%
9 009 66.67% 33.33% 33.33%
10 010 66.67% 33.33% 100%

accuracy of 73%. Compared to this, the overall accuracy obtained by the random
forest classifier as well as the LDA classifier is 63%. Figure 3, Figure 4 and Figure
5 show the confusion matrix plots for the three classification methods namely, SVM
classification, Random Forest classification and LDA classification respectively. For
each digit, the corresponding recognition rates for SVM classifier, LDA classifier
and Random Forest classifier are shown in Table 1. It is obvious from the results
that accuracy achieved by LDA classifier is same as the accuracy for RF classifier,
i.e., an overall accuracy of 63%. From the confusion matrix, it can be noted that for
the word number 7, the LDA classifier has resulted in 0% accuracy (as the empty
7th column can be seen in Figure 5).

Fig. 3 Confusion matrix plot (For SVM classifier
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Fig. 4 Confusion matrix plot (for Random Forest classifier

Fig. 5 Confusion matrix plot (for LDA classification)

6 Conclusion

In this paper, we have reported our work on the development of Urdu corpus com-
prising of 250 words spoken by ten speakers. We further reported our results for a
speech recognition task with MFCC features extracted from the audio data. For clas-
sification purpose, we have used three classifiers namely; SVM, RF and LDA and
reported percentage accuracy for each classifier. Experimental results have shown
that SVM has performed well on this particular dataset with a 73% recognition ac-
curacy compared with the 63% accuracy for RF and LDA. These results can serve
as a reference baseline for further advancement on the Urdu dataset. The dataset
is available for academic/research use and thus, a direct comparison of results is
conceivable. For future work, firstly, the corpus can be extended by including more
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recordings and extending the list of words thus, covering a more diverse range of
dialects, speakers age and vocabulary. Secondly, more robust speech recognition
models can be used on the Urdu data set, such as Hidden Markov Model and deep
learning approaches as these can arguably be more robust providing much higher
accuracy. Thirdly, an ensemble model which combines classification scores from
different classifiers can also be explored for this data, for example, a late fusion
approach as used in [22].
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